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       Abstract 

Selecting the right company name isn’t just a formality; it actually 

needs to fit what the company does. But the way things usually work, 

registration systems depend on manual checks or simple rule-based 

filters that only look at how similar the names are on the surface. This 

wastes time, leads to a lot of rejections, and makes things harder for 

everyone involved. That’s where semantic analysis steps in. Instead of 

just matching words, it compares meaning, which is already a standard 

in natural language processing for things like search engines, text 

summarization, and even sentiment analysis. In this study, there’s a 

new deep learning framework for checking how well a proposed 

company name matches its intended field. The method uses the 

AriaBERT model to turn company names into contextual vectors, and 

FastText to do the same with descriptions of company activities. Then, 

a deep learning setup with Bi-LSTM layers and an attention 

mechanism processes these vectors to pick up on the key semantic 

connections. The model measures how closely things match using 

cosine similarity and ROUGE metrics. To top it off, DBSCAN 

clustering groups together company names that relate to similar 

activities. The results speak for themselves: the model hit ROUGE-1, 

ROUGE-2, and ROUGE-L scores of 0.7623, 0.7413, and 0.7982. The 

accuracy landed at 0.8512, with a recall of 0.8317. The name-

clustering function of the method also lets it recommend similar-

sounding names for companies based on their area of activity. 
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1. Introduction 

Digital tech has exploded in the last few years, and with it, we’re 

swimming in unstructured text, think emails, reports, web pages, you 

name it. Businesses now lean hard on text processing and semantic 

analysis to make sense of all this data. Now, let’s talk company names. 

Picking the right name is a huge step for any business or nonprofit. The 

name has to fit the field you’re working in truly. Right now, most 

registration systems check proposed names either by hand or with rule-

based tools. They mostly look for word overlap or make sure the name 

follows the rules. Because of this, tons of names get rejected. It’s slow 

and creates extra work for everyone. And honestly, even though 

matching a company name to its actual business is important, there’s 

no smart, automated way to check if the name really fits. That’s where 

this study comes in.  

We’re rolling out an AI-driven method that actually evaluates how 

well a proposed company name matches its field of activity 

semantically, not just on the surface. Using text vectorization and deep 

learning, our approach aims to make the whole process faster and 

smarter, cut down on bad registrations, and help registration systems 

make better calls. 

2. Theoretical Foundations and Hypothesis Development 

Semantic similarity is a big topic in natural language processing. 

Basically, it’s about figuring out how much two pieces of text, words, 

phrases, or whole sentences actually mean the same thing.  

Neural networks, recurrent, convolutional, and now especially 

transformers, capture way more nuance by paying attention to context 

and connections across longer stretches of text. For Persian, these 

advances are even more crucial because the language is 

morphologically complex and there aren’t big annotated datasets lying 

around . Other models, like ParsBERT and FaBERT, underscore how 

much difference good, clean pretraining data makes, especially for 

short or casual texts (Masumi et al., 2024; Zareshahi et al., 2024).  

Given all this, this study starts from the idea that combining contextual 

embeddings with attention-based sequence models can do a better job  

of matching company names with what these companies say they do. 

So, the main hypothesis is this:  

H1: A hybrid approach that mixes contextual embeddings with 

attention mechanisms significantly boosts the accuracy of detecting 

whether company names actually fit their stated fields of activity.  

3. Materials & Methods 

This study takes an applied research approach, focusing on a real-

world case: making company name registration faster and more 

accurate.  
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They worked with both approved and rejected company names, along 

with the fields of activity those companies declared, which gave them 

plenty of material for analyzing meaning. The model itself has two 

main parts. First, it looks at the meaning of the company name. 

Second, it checks how that name lines up with the declared field of 

activity. The whole point is to see if these two pieces of text actually 

fit together, which helps people make better decisions when registering 

new companies or institutions. As you can see in Figure 1, the model 

compares the company name and the activity field vectors using cosine 

similarity.  To get there, they start by running the activity descriptions 

through a bunch of text cleaning steps, things like tokenization, 

padding, stemming, and normalizing Persian characters. 

Still, FastText misses some context, like word order or how sentences 

are built, so it feeds its vectors into a BiLSTM layer to pick up on that. 

Then, they use an attention mechanism to highlight the most important 

words. After that, they run everything through an AriaBERT 

embedding layer, which gives them a single, context-rich vector for 

each activity. If the score’s high enough above a set threshold, the 

name is considered a good fit for the declared activity, so it’s accepted. 

If not, it’s rejected. Finally, they use the DBSCAN algorithm to cluster 

company names based on how similar they are in meaning. 

4. Results & Discussion 

For the activity descriptions, I used FastText to create embeddings. 

To check how the model performed, I relied on cosine similarity and 

ROUGE metrics. I calculated ROUGE-1, ROUGE-2, and ROUGE-

L scores for both company names and activity descriptions after 

vectorization. The results showed the model didn’t just keep track of 

word overlap, it actually picked up on deeper semantic meaning. 

ROUGE-L, in particular, scored high on precision, recall, and F1 for 

both company names and activity descriptions. Also clustered the 

company name vectors using DBSCAN, with a radius of 0.5 and at 

least five samples per cluster. To make sure the model’s reliable, I 

ran a human evaluation following SemEval standards on 200 random 

samples. Experts agreed with each Most of the time, Cohen’s Kappa 

came in at 0.87. Even better, model-generated similarity scores 

matched expert judgments with a correlation of 0.93.  

5. Conclusion 

A company’s name isn’t just a tag you slap on a business. Sometimes 

it tells you right away what the company does, other times it’s just a 

catchy word with no clear meaning. In this study, we built an AI system 

to see how well a proposed company name matches up with what the 

business actually does.  
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When we compared these scores to the opinions of real company 

registration experts, the system matched them 93% of the time. That’s 

a solid result—it shows the AI is doing what it’s supposed to. Digging 

a bit deeper, ROUGE-L ended up being the best measure compared to 

ROUGE-1 and ROUGE-2.  

Now, there are some limits. The system only works with Persian-

language data from the national company registration system, and it 

just focuses on matching names to activity fields. Looking ahead, we 

want to try out online learning and more advanced transformer 

models. AI is moving fast, after all.  

Keywords: Company registration, Cosine similarity, Deep learning, 

Semantic relation, Text mining. 
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 چکیده

 همخوانيآنها  فعالیت زمینه با شرکتها که نام ثبت از ميشود باعث شرکت تاسیس ثبت تایید نام در فرآیند

 با شرکت ثبت متقاضیان پیشنهادي نام بررسي درصد تطبیق بمنظور مقاله این در. آید جلوگیريبعمل ندارد

و یک لایه   BiLSTMروشي نوین بر اساس الگوریتمهاي یادگیري عمیق ترکیبي  شرکت فعالیت زمینه

 و اسناد ثبت سازمانهاي این پژوهش از ارائه شده است. داده توجه تکمیلي براي افزایش دقت تشخیص 

در روش پیاده سازي ابتدا از فیلترهاي اولیه نامگذاري شرکت  .جمع آوري گردیده است کشور املاك

 بدیلت تعبیه کلمات به تکنیک یک عنوان آریا برت به ترکیبروش از استفاده استفاده شده است. سپس با

.  در مرحله اي موازي زمینه فعالیت شرکت را با استفاده از به بردار پرداخته مي شود شرکت پیشنهادي نام

تلفیق بردار بدست آمده با الگوریتمهاي یادگیري عمیق حافظه کوتاه و بلند مدت  و عددي بردار فستتکس به

 ر و معیا شباهتکسینوسي معیاردو طرفه بر اساس یک لایه توجه اضافه مي گردد. جهت ارزیابي نتایج از 

 پس از تایید پذیرش نام شرکت و زمینه فعالیت، از روش خوشه بندياست.  شده ستفادهاال( و 2و1روج )

  .براي خوشه بندي نام شرکت در دسته هاي فعالیت استفاده مي شود دیبي اسکن

روج  نتایج تحقیق نشان مي دهد که مقادیر دقت در بخش بردار سازي زمینه فعالیتهاي شرکت براي معیار  

 همچنین .محاسبه گردید ۷.۸۸1۰، ۷.۸۸12ب و مقادیر دقت و فراخواني نهایي مدل به ترتی۷.۰۲۸2ال مقدار

 ۲۸ مقدار با شرکت فعالیت زمینه و پیشنهادي نام  بین شده کسینوسيمحاسبه شباهت بین همبستگي ضریب

 .ميباشد مدل درست کارکرد دهنده نشان نام تعیین معیارهاي اساس بر درصد

 يادگيري عميق.، متن كاوي، شباهت كسينوسي، ثبت شركت، ارتباط معنايي :ها کلیدواژه
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 مقدمه 

کاوي، به استخراج الگوها و دانش پنهان اي پیشرو در دادهعنوان حوزهپردازش متون، به

ندي بتوان به طبقهپردازد. از جمله وظایف اصلي پردازش متون مياز منابع متني مي

بندي، استخراج مفاهیم کلیدي، تحلیل معنایي، تلخیص و شناسایي اسناد، خوشه

در این راستا، تعیین میزان تشابه متني،  .ان عناصر متني اشاره کردارتباطات مفهومي می

سازي ویژه در سطوح معناشناختي، لغوي و ساختاري، نقشي اساسي در بهینهبه

تحلیل  .کند و به شدت مورد توجه قرار گرفته استکاربردهاي فناوري ایفا مي

تر متون ویژه در سطوح معناشناختي و واژگاني، امکان بررسي عمیقهاي متني، بهشباهت

اهیم تواند به شناسایي مفگیري شباهت بین متون مختلف، ميکند. اندازهرا فراهم مي

بندي هاي پردازش زبان طبیعي مانند طبقهمعني کمک نماید. این قابلیت در سامانههم

ین پاسخ اهمیت بسزایي دارد. تحقیقات نو-هاي پرسشدکار و سیستممتون، تلخیص خو

هاي متنوعي براي سنجش تشابه معناشناختي میان در حوزه پردازش زبان طبیعي، روش

هاي واژگاني، هاي مبتني بر پایگاهاند که شامل روشکلمات و جملات ارائه کرده

 .ي عمیق استهاي عصبو شبکه هاي عصبي بازگشتيهاي بردار کلمه مبتني بر شبکهمدل

عنوان ابزارهاي حیاتي در هاي یادگیري ماشین و یادگیري ژرف بهامروزه، الگوریتم

ه اي در کاربردهاي مختلف تحلیل محتواي متني بطور گستردهوتحلیل متون، بهتجزیه

 شوند.کار گرفته مي

رآیند کننده در فانتخاب نام مناسب براي شرکت، مسئله اي حساس و مرحله اي تعیین

تأسیس یک شرکت یا مؤسسه غیرتجاري است. در این فرآیند، متقاضي، نام پیشنهادي 

داره، کند. کارشناسان اخود را همراه با حوزه فعالیت شرکت به اداره تعیین نام ارسال مي

ادي را شده قبلي، مشابهت نام پیشنههاي ثبتپس از بررسیهاي اولیه لغوي با بررسي نام

 کنند.یابي کرده و در صورت نداشتن مشابه، آن را تأیید ميارز

گذاري شرکت در ده ماه درخواست نام ۸۲۸،۲2۰دهد که از میان آمارها نشان مي

اند ها تأیید شدهدرصد از نام 2۷نام رد شده و تنها  22۰،۲2۲، حدود 1۲۷۷نخست سال 

Baigi et al. 2023).)  ًروز است که  ۲مدت زمان میانگین براي تعیین نام تقریبا

به طول هاي جدید از سوي متقاضیان ها و پیشنهاد نامبخش عمده آن به دلیل رد نام

 .انجامدمي
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ر هاي متعددي را دتواند چالشتحلیل شباهت متني درباره سامانه ثبت شرکتها مي

وکار مرتفع کند. از جمله کاربردهاي کلیدي این حوزه، ارزیابي هاي کسبحوزه

ها و مؤسسات غیرتجاري در سازمان ثبت اسناد و ثبت شرکتهاي پیشنهادي براي نام

در این مقاله، هدف اصلي روشي براي شناسایي میزان شباهت معناشناختي  .املاك است

ها و مؤسسات هاي پیشنهادي و زمینه فعالیتهاي اعلان شده براي شرکتمیان نام

نه پایگاه داده ساماغیرتجاري معرفي مي گردد. پس از بررسیهاي انجام شده بر اساس 

ثبت شرکتها و الگوریتمهاي یادگیري عمیق مدلي تدوین گردید تا به بهبود روند بررسي 

نام مناسب کمک نماید. همچنین از اهداف فرعي این پژوهش مي توان به تایید صحیح 

تر نامهاي پیشنهادي متقاضیان ثبت شرکت و خوشه بندي نامها و فعالیتهاي مشترك 

یر هاي نوین و افزایش چشمگشه هاي مرتبط اشاره نمود. با توسعه فناوريشرکتها در خو

اند. هاي اهمیت یافتطور گستردههاي متني بدون ساختار بههاي دیجیتال، دادهحجم داده

ها بسیار مهم هاي کارآمد براي استخراج دانش از این دادهها و الگوریتمتدوین روش

حوزه  نون هیچ فیلتري براي ارزیابي تطابق نام شرکت باشده است. با توجه به این که تاک

ا هایي که تطابق مفهومي مناسبي بها با نامفعالیت وجود نداشته است، برخي شرکت

اند. ضرورت این پژوهش را مي توان جلوگیري حوزه کاري خود ندارند، به ثبت رسیده

بت صنوعي در سامانه ثاز به ثبت رسیدن نامهاي مناسب بر مبناي الگوریتمهاي هوش م

هاي بردارسازي عددي و گیري از الگوریتمشرکتها بر شمرد. این پژوهش، با بهره

ها کتهاي پیشنهادي با حوزه فعالیت شرتر تطابق نامیادگیري ژرف، امکان ارزیابي دقیق

هاي نامرتبط جلوگیري کرده و از این تواند از ثبت نامکند. این روش ميرا فراهم مي

این مقاله در بخش  .ق به بهبود فرآیند انتخاب نام در سامانه ثبت شرکتها کمک کندطری

 ۸بخش  ربه ادبیات تحقیق و پیشینه پژوهش و مطالعات انجام شده پرداخته است. د 2

نتایج و ارزیابي روش  ۲شده است. بخش بیان و روش پیشنهادي ارائه شده مدل 

 ميباشد. ي مطالعاتي و پیشنهادهایري در برگیرنده نتیجه گ ۸پیشنهادي و بخش 

 

 پیشینه پژوهش

وان یکي از عنها بهفعالیت شرکت بر انتخاب نام شرکت تاثیر ویژه اي دارد. نام شرکت

عناصر کلیدي در بازنمایي هویت و ساختار سازماني، در ایجاد تصویر ذهني اولیه 

 تنها مخاطبان نقش بسزایي دارد. انتخاب نام معنادار و مرتبط با حوزه فعالیت شرکت نه
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کند بلکه نقش مؤثري در بازاریابي و جذب مخاطب ایفا به یادسپاري بهتر کمک مي

شده یک شرکت، به عنوان هویت حقوقي آن، در مرجع ثبت نماید. نام ثبتمي

ادي، نامي مقابل، نام پیشنهباشد. در ها به تأیید رسیده و یا در فرآیند تأسیس ميشرکت

ها ارائه است که متقاضي در زمان تأسیس یا درخواست تغییر نام به مرجع ثبت شرکت

نماید. همچنین، تعریف زمینه فعالیت شرکت به منظور تعیین مرزها و حدود مي

از منظر حقوقي و  دهنده هویت و اهداف بنیادي آن است.هاي شرکت، نشانفعالیت

اري، در انتخاب نام شرکت، استفاده از واژگان ایراني و معنادار، پرهیز رعایت اصول تج

شده، اجتناب از کاربرد اصطلاحات دولتي و هاي اشخاص حقوقي ثبتاز مشابهت با نام

عدم استفاده از عناوین غیرقانوني و واژگان بیگانه و نامهاي حکومتي، از الزامات مهم به 

 -1ارد لازم الاجرا بغیر از موارد فوق در جدول آید. درباره برخي از موشمار مي

توضیحاتي داده شده است. رایط زیر که در فرهنگستان با نام انواع جناس شناخته مي 

 شود باید رعایت کامل گردند.

 نکات اوليه مورد بررسي و ارزيابي جهت تعيين نام تجاري .۱جدول 

اسمی که هم در  اسم شرکت
معنی و هم تلفظ 

بلی با اسامی ق
 برابری می کند

فناوران 
صنعت 

فناوران -روز
 صنعت روز

اسم يکسان 
 نوشتاري

معاني متفاوت 
براي دو اسم 
 كاملا يکسان

ملَِک، مُلک، 
 ملََک

اسم يکسان 
 لفظي

دو اسم در تلفظ 
مثل هم در 

 نوشتار متفاوت

تهران و 
 طهران

حالت عالي قرار  اسمهاي برتر
دادن براي برخي 

 از اسمها

تفصيلي، 
عالي مثل 

 برترين
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تحلیل تشابه معنایي، فرآیندي پیچیده و چندلایه در حوزه پردازش زبان طبیعي است که 

لیل با پردازد. این تحپوشاني معنایي میان ساختارهاي جملات مختلف ميبه شناسایي هم

نزدیکي معنایي و سنجش درجه تطابق محتوایي واژگان در جملات، امکان محاسبه 

 آورد.گرایي مشترك را میان متون مختلف فراهم ميمعنایي و مفهومتعیین هم

هاي متنوعي براي ارزیابي میزان شباهت میان اند که روشهاي متعدد نشان دادهپژوهش

وگیري از سرقت ادبي و تحلیل متون وجود دارند که در کاربردهایي چون کشف و جل

 اند از:هاي رایج در این حوزه عبارتاند. روشمتون، کارآمدي خود را به اثبات رسانده

تحلیل شباهت لغوي بر مبناي مقایسه واژگان، محاسبه شباهت تکرار واژگان مشترك، 

 ايهو ارزیابي مفهومي از طریق تحلیل معناي کلمات، که هر کدام مزایا و محدودیت

ما در ا ،بالا است مختص خود را دارا هستند. مزیت اصلي تحلیل شباهت لغوي سرعت

 هاي مفهومي دقت بیشتري را به همراه دارندیافته، روششده و تغییرمتون بازنویسي

Khan and Anjum 2023)). 

 Dogan, Goru Dogan, and Bozkurt در حوزه معیارهاي سنجش تشابه

پوشاني میان اي نقش اساسي در ارزیابي میزان هم، معیارهاي فاصله ((2023

اي کنند در اصل، معیارهاي فاصله و شباهت رابطههاي معنایي بازي ميموجودیت

 یابد. ازمعکوس دارند؛ یعني با افزایش شباهت، میزان فاصله مفهومي کاهش مي

توان به شباهت کسینوسي اشاره کرد که با محاسبه مي معیارهاي معمول در این حوزه

بردارها  کند که آیا ایناي تعیین مياي یا بردار جملهکسینوس زاویه میان دو بردار کلمه

ویژه در تحلیل شباهت متون و جهتي مفهومي برخوردارند یا خیر. این معیار بهاز هم

ه ایي چون فاصله اقلیدسي، فاصلمستندات بسیار کاربردي است. علاوه بر آن، معیاره

به کار  طور گستردهمنهتن و شاخص شباهت ژاکارد نیز در حوزه تحلیل معنایي متون به

به توسعه  هاي اخیر، تحقیقات در حوزه پردازش زبان طبیعيدر سالاند.گرفته شده

اي براي محاسبه شباهت معنایي میان واژگان و جملات منجر شده هاي پیشرفتهروش

ر هاي مبتني بوقوعي واژگان، روشهاي مبتني بر همها شامل تکنیک. این روشاست

عصبي  هايهاي مبتني بر یادگیري عمیق مانند شبکههاي واژگاني، و روشپایگاه داده

 هاي عصبي پیچشي است. در ادامه، به بررسي برخي از این تحقیقات بازگشتي و شبکه



 

 

 ۱۰ |ربیعی؛ بر اساس نام و زمینه... شرکت ها تیفعالوحوزه  نام قبسنجش تطا ستمیس یطراح

 

 Hosseini et)مقدم و همکاران با تمرکز بر زبان فارسي پرداخته خواهد شد.حسیني

al. 2021)  رویکردي براي سنجش شباهت معنایي در متون کوتاه فارسي که از برنامه

روش اند.ارائه داده جفت جمله ساده۸۸2۲۲شامل هاي تلویزیوني بصورت جفتي 

اولین گام جمع آوري داده ها و ساختن یک پیکره ت. اسپیشنهادي شامل سه مرحله 

ج . نتایه ها نرمال مي شونددر مرحله بعدي یعني مرحله پیش پردازش، داد. موازي است

  ۰۸.۸۰ي با معیار اندازگیري اف، به دقتدهد که روش پیشنهاداین تحقیق نشان مي

هاي درصد براي داده ۲۸.۲۸واژه پشت سر هم در یک جمله و  2ها درصد براي داده

 چهار واژه پشت سر هم  دست یافته است.

هاي گیري از شبکهبا بهره (Sadidpour et al. 2022)صادقي پور و همکاران 

، روشي را براي ارزیابي میزان شباهت معنایي جملات  1حافظه کوتاه بلند مدت دوطرفه

اند. در این روش، نگاشت برداري جملات به فضاي برداري با استفاده فارسي ارائه داده

ت؛ سهاي عصبي انجام شده و نتایج آن بر اساس امتیازات انساني سنجیده شده ااز شبکه

 ست.درصد ارزیابي شده ا ۸۲.2دقت این سیستم پیشنهادي حدود

بر  (Ghafouri, Abbasi, and Naderi 2023)تحقیقات غفوري و همکاران 

دیده انجام پذیرفت . آنها آریابرت را به عنوان یک مدل زبان از پیش آموزش 2آریابرت

نوع و هاي متني متبراي فارسي معرفي کردند. همچنین به مطالعه در زمینه  کمبود داده

آریابرت بر روي  .دیده کارآمد در زبان فارسي پرداختندهاي از پیش آموزشمدل

اي، رسمي و ترکیبي رسي، از جمله متون محاورههاي متنوعي از متون فامجموعه داده

آموزش داده شد که مجموعاً ها، اخبار، شعرها، متون پزشکي و موارد دیگر مانند توییت

 کنند، استفاده مي برت هایي که ازبرخلاف دیگر مدل گیگابایت است. ۸2بیش از

موجود زبان فارسي  هايدر مقایسه با مدل .کنداستفاده مي 2روبرتا آریابرت از معماري

جه آریابرت را با میانگین توبرتري قابل پردازش زبان طبیعي در بین وظایف مختلف

در تشخیص موضع نشان داده  ۸۳بندي و در طبقه ۷.۲۸۳در تحلیل احساسات  ۸۳بهبود 

 شده است.

 

 
 

1. AriaBert 
2. Roberta 
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در ارزیابي  (Mehrban and Ahadian 2023)مهربان و احدیان  2۷2۸در سال 

هاي تبلیغات متني فارسي، با تمرکز بر تأثیر اینترنت بر تجارت مدرن و ارزش داده

 آنها سایت دیوار، را بررسي  .تراکنش براي بهبود بازاریابي، همکاري کردند

کردند و مسابقه اي را براي پیش بیني درصد متن انتشار آگهي فروش خودرو در 

ام  و مدل هاي زباني پیشرفته ۸فروش واقعي آن ترتیب دادند. با استفاده از کتابخانه  هزم

ها، تنظیم دقیق مدل و تنظیمات آموزشي به تجزیه و تحلیل داده ۸پارس برت و ۲برت

نقاط قوت و ضعف مدل را برجسته داده کاوي و تکنیک هاي یادگیري  پرداختند. 

 ماشین را مورد بحث قرار داده اند.

فارسي،  زبان در موجود هايفرصت و هاچالش جامع بررسي با منیري و همکاران 

 بر دهدیآموزش ترنسفورمرهاي هايمدل که است آن بیانگر مطالعه نتایج. پرداختند

 را عنایيم درك و واژگاني پوشش توانایي توجهيقابل طوربه فارسي گسترده هايداده

 فیتکی مستقیم طوربه تواندمي انسجام واژگان و متنوع سازيپاك و توسعه. دارند

ازش پرد و محتوا تحلیل وجو،جست در و دهد ارتقا را فارسي اطلاعات بازیابي هايمدل

 (.Moniri et al., 2024) سازد را هموار زبان طبیعي فارسي

بر  (Zareshahi, Javadzade, and Bastami 2024)زارع شاهي و همکاران 

روي آنالیز جملات کوتاه فارسي در شبکه هاي اجتماعي کار کردند. آنها در مطالعات 

خود از مدل زبان پارسبرت به عنوان مدل پایه استفاده کرده و براي آنالیز سریعتر، 

از طریق لایه هاي  نمودند.  جملات نشانه گذاري شده را به بردارهاي معني دار تبدیل

بعدي براي هر جمله ایجاد  ۰۲۸استخراج و در نتیجه بردارهاي  ادغام، بردارهاي بهینه

بي ه ضریب همبستگي پیرسون تقریدهد که مدل پیشنهادي بکرده اند. نتایج نشان مي

 ۰شبکه عصبي پیچشي و یک مدل ۲هاي قبلي فستتکسدست یافت که از مدل ۷.۲۸

 قبلي است. هايدهنده عملکرد برتر آن نسبت به مدلو نشان پیشي گرفته است
 

1. Bidirectional encoder representations from transformers (BERT) 

2. RoBERTa 

3. Hazm 

4. mBERT 

5. ParsBERT 

6. FastText 

7. Convolutional Neural Network (CNN) 
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در زمینه  (Sadjadi et al. 2024)سجادي تحقیقات شباهتهاي معنایي محاوره ايدر 

جملات غیر رسمي و عامیانه در شبکه هاي اجتماعي براي بررسي شباهت جملات از 

 استفاده کرده است.  1مدل ترانسفورمر

میلیون جمله کوتاه  1۷۲با تعداد 2این گروه پایگاه داده جدیدي به نام فارس سیم 

محاوره اي را براي تحقیقات خود تهیه نموده اند. مدل ارایه شده بر اساس ترنسفورمر با 

بهتر  ۷.۲۲اسپیرمن و  ۷.۰۰لا بر اساس معیارهاي ضریب پیرسونتعداد لایه هاي توجه با

همچنین نقطه برتري دیگر نتایج را در  .برت و پارس برت چند زبانه عمل مي کند از

مدل زبان بزرگ از پیش آموزش دیده شده براي استفاده در سایر کارهاي پردازش زبان 

در متن محاوره اي و به عنوان نشانه اي براي کلمات غیررسمي کمتر شناخته شده  طبیعي

 .ده اندمعرفي نمو

ا نام دوزبانه ب ارتباط دوسویه و کی بارنینخست يبراهمچنین عبدوس و همکاران 

PESTS  هیهت يانسان يگذاربا برچسب يسانگلی–يجمله فارسجفت ۸۸۰۸شامل 

 یيشباهت معنا يهامدل میمستق يابیامکان آموزش و ارز دادهگاهیپا نیکردند. ا

 هرجمت يو از انتشار خطاها کنديفراهم م ينیرا بدون اتکا به ترجمه ماش يزبانانیم

-XLMعملکرد مدل  گاه،یپا نینشان داد که با استفاده از ا جی. نتاشوديم يریجلوگ

RoBERTa است ) افتهی شیافزا ۳ ۲۸.۲2به  ۸۸.۸۰۳از  رسونیپ اریدر معAbdous 

et al., 2024.) 

و  يفارس يعیبا هدف پوشش شکاف موجود در پردازش زبان طب FaBERTمدل 

Masumi et al( .2۷2۲ )توسط  ،يررسمیو غ يدر درك متون رسم یيتوانا شیافزا

کورپوس  ياست که از ابتدا بر رو BERT-baseنسخه  کیمدل  نیشده است. ا يمعرف

HmBlogs مختلف آموزش يهابا سبک يفارس يهااز وبلاگ ياشامل حجم گسترده 

مختلف مانند  فیدر وظا تاستید 12 يشده روانجام يهايابیدر ارزداده شده است.  

سخ و پازبان، پرسش يعینامدار، استنتاج طب تیموجود صیاحساس، تشخ لیتحل

 يعملکرد بهتر ف،یدر اغلب وظا  FaBERT نشان داد که جینتا ز،یپارافرا صیتشخ

 .( داردmBERTو  ParsBERT)رده مانند هم يهانسبت به مدل

 
 

1. Transformer 

2. Farsim 
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ه ک دهدينشان م  کند،يارائه م جیدر نتا یيبالا يداریبا وجود حجم کوچک مدل، پا

دقت  شیبر افزا يریاثر چشمگ شدهيو پاکساز يامتنوع، محاوره يهااستفاده از داده

آموزش که  کنديپژوهش ثابت م نیا ،يطور کلدارد.  به يفارس يزبان يهامدل

طور به توانديم يو چندسبک يغن يهادادهمجموعه يبر رو يفارس يزبان يهامدل

 دهد. شیافزا NLUمتنوع  فیآنها را در وظا تیفیک میمستق

در شکاف تحقیقات انجام شده، مطالعات کمي در مورد تشخیص خودکار تناقض 

معنایي نام شرکت و زمینه فعالیت هاي شرکت در فرآیندهاي ثبت وجود دارد. در تطابق 

با این حال، روش هاي تشخیص تضاد در برنامه هاي مختلف پردازش زبان طبیعي در 

 داستاندار و بزرگ داده هايدنیا وجود دارد و هر روز در حال گسترش مي باشد. پایگاه

 یرتأث تحت را هامدل دقت امر این و است محدود معنایي شباهت حوزه در فارسي براي

 یک عنوانبه فارسي غني متني منابع کمبود نیز پیشین هايپژوهش در. دهدمي قرار

  .است شده مطرح اصلي چالش

 فناوري،) پرتکرار حوزه چند به مربوط شدهبازیابي هايداده يعمده بخش

 است ممکن امر این اند؛نداشته کافي داده هاحوزه برخي و بوده( خدمات بازرگاني،

 أثیرت تحت ایران در هااز سوي دیگر نام .شود واژگان بردارسازي در سوگیري به منجر

 هايسوگیر این و هستند خاص واژگاني ساختارهاي و جنسیت شهر، قومیت، فرهنگ،

 .دهند قرار تأثیرتحت را NLP هايمدل نتایج توانندمي

هاي پیشنهادي در این پژوهش شامل متن کاوي بر اساس فیلتر سازي اولیه و روش

دو طرفه  و استفاده از الگوریتم حافظه کوتاه و بلند مدت  1گلاوتولید بردار ویژگي متن 

در بخش دوم الگوریتم با استفاده  .اضافه با استفاده ازپارس برت است 2و یک لایه توجه

به خوشه بندي نام شرکتها براساس زمینه فعالیت پرداخته  از معیار شباهت کوسینوسي

 خواهد شد.

 

 

 
 

1. GloVe 

2. Attention layer 
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 روش پیاده سازی

 يبرا .گردديم يدسته بند يمطالعه مورد یقاتو در دسته تحق يپژوهش کاربرد این

و ردشده در بانک  ییدشدهتا يهاشده شامل نامثبت يهامدل، از داده ینا سازيیادهپ

 .ها استفاده شده استثبت شرکت ياطلاعات

 یعيپردازش زبان طب هايیکو تکن ینماش یادگیري یکردهايرو یبمدل با ترک ینا

 یيه شناساب يبندخوشه يهااز روش یريگو با بهره یافتهکلمات توسعه  يبردارساز يبرا

 .پردازديم یيها و محاسبه شباهت معنانام ترینیکنزد

 یتعالف ینهزم یابيو ارز یشنهادينام پ یلشامل دو بخش تحل یشنهاديساختار مدل پ

وسسات ها و مثبت شرکت آیندفر سازيینهو به یعمدل، تسر ینشرکت است. هدف از ا

شباهت معنایي  جزئیات روش پیاده سازي مدل بررسي -1در شکل  است. یرتجاريغ

ت. نشان داده شده اسموسسات غیرتجاري  و زمینه فعالیت شرکت درثبتنام شرکت 

ر نهایت د عیین میزان شباهت معنایي نام پیشنهادي با زمینه فعالیت شرکتهمچنین ت

  توسط الگوریتم شباهت کوسینوسي محاسبه شده است. 

 شباهت معنايي نام شركت ها و موسسات غيرتجاري سازي مدل بررسي. روش پياده ۱شکل

 

راج و استخ يعدد يشرکت به بردارها يهاتیفعال لیمنظور تبددر مرحله نخست، به           
 اتیپس از انجام عمل هاتیفعال يمتن حاتیواژگان، توض انیم یيارتباط معنا

شدند.  يسازآماده Stemmingو  Tokenizing ،Paddingشامل  پردازششیپ
آموزش داده شده  يزبان فارس يکه برا FastTextها با استفاده از مدل داده نیسپس ا

 محور و وجود تنوعجمله تیماه لی. به دلدیگرد لیتبد يچندبعد ياست، به بردارها
  ترقیعم ياستخراج معنا يبرا FastText يشرکت، بردارها يهاتیدر فعال يواژگان
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بلندمدت حفظ شود. در ادامه،  یيمعنا يهايشدند تا وابستگ BiLSTM هیلا کیوارد            
مرکز ت تیتر در متن فعالاضافه شد تا مدل بتواند بر واژگان مهم Attention هیلا کی

 تیتقو AriaBERTبر  يمبتن سازهیتعب هیلا کیماژول سپس در  نیا يکند. خروج
 يورمرترنسف يهاو مدل يآمار يهابر مدل يمبتن يزبان يهايژگیاز و يبیشد تا ترک
 رهیذخ يژگیو سیبردار واحد در ماتر کیصورت به تیهر فعال یينها جهی. نتدیفراهم آ

س از شرکت استخراج و پ يشنهادینام پ دهندهلیشد.  در بخش دوم، ابتدا کلمات تشک
که در فهرست  یيها(، نامStemmingو  Tokenizing ،Padding) پردازششیپ

نام  يشدند. سپس بردارساز لتریممنوعه قرار داشتند ف ای رمجازیغ ،يتکرار يهانام
 کیکلمات،  یيانجام گرفت تا با حفظ ساختار معنا AriaBERTبا استفاده از  کتشر
 يداربر سیماتر کی يخروج نی. ادیدست آبه يشنهادیاز نام پ قیدق يبردار شینما
« بردار نام شرکت» نیب یيهر نام است.  در مرحله بعد، جهت سنجش شباهت معنا يبرا
شباهت  ازیاستفاده شد. هرگاه امت ينوسیکس اهتشب تمیاز الگور ،«تیبردار حوزه فعال»و 

شده  يتلق« مرتبط» شرکت تیفعال نهیبا زم يشنهادیباشد، نام پ شتریب شدهنییاز آستانه تع
وده و رد ب یيفاقد ارتباط معنا يشنهادیصورت، نام پ نیا ریاست. در غ رشیو قابل پذ

 يبنددسته يبرا DBSCAN 1 يبندخوشه تمیمدل، از الگور یي.  در بخش نهاشوديم
 استفاده شد.  تیشرکت بر اساس حوزه فعال يهانام

و امکان  رندیمشترك قرار گ یيمعنا يهامشابه در خوشه يهاکار موجب شد نام نیا           
از  ،يندبخوشه تیفیک يابیارز يمرتبط فراهم شود. برا نیگزیجا يهانام شنهادیپ

استفاده  Bouldin (Ros, Riad & Guillaume, 2023)–Davies 2شاخص 
 .دهدينشان م يرا با دقت مناسب ياخوشهدرون يکیها و نزدخوشه یيجدا زانیشد که م

FastText   اساس بر را واژه هر بردار n-gramرا آن ویژگي این سازد؛مي کاراکتري هاي 

 کندمي بمناس – است متنوع نوشتاري هايشکل و پیچیده صرف داراي که – فارسي زبان براي

 ساختار و هاواژه ترتیب تنهایيبه FastText حال، این با. دهدمي کاهش را OOV مشکل و

 داده BiLSTM يلایه به FastText بردارهاي هدف، این براي. کندنمي مدل را جمله

 هجمل سطح در معنایي–نحوي الگوهاي و واژگان بین يدوطرفه هايوابستگي تا اندشده

 رد که واژگاني بر بتواند مدل تا است شده افزوده Attention لایه یک سپس. شوند استخراج

 اريپیمانک» ،«پردازداده» ،«گردشگري» مثلاً ) دارند کلیدي نقش فعالیت يحوزه تشخیص

  .بدهد بیشتري وزن( «تاسیسات

 
 

1. Density-based spatial clustering of applications with noise (DBSCAN) 

2. Davies-Bouldin 
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 تدسبه توالي کل از شدهدهيوزن بردار یک صورتبه جمله نهایي نمایش ترتیب، بدین

 BiLSTM+Attention و FastText با AriaBERT ترکیب خلاصه، طوربه .آیدمي

 : زمانهم نیاز سه به است پاسخي بلکه نیست، هامدل از تصادفي چیدمان یک صرفاً

 ،(FastText) هافعالیت يحوزه در فارسي زبان صرفي ساختار و واژگان بهتر پوشش-1 

  ،(BiLSTM+Attention) جمله سطح در معنایي هايوابستگي و توالي سازيمدل -2 

 شتركم فضاي یک در هاآن ترکیب و کوتاه هاينام براي غني و مندزمینه نمایش استخراج -۸ 

 (.AriaBERT + cosine similarity) معنایي

 

 جمع آوری مجموعه داده

ردشده و اطلاعات  ییدشده،تا يهانام شامل نام 1،۰۲1،۷۸۸پژوهش، تعداد  یندر ا

تخراج اس یرتجاريها و موسسات غداده ثبت شرکت یگاهها از پاشرکت یتحوزه فعال

 و هانام تکرار امکان و هاشرکت ثبت هايداده زماني ماهیت به توجه باشده است. 

 متقسی اطلاعات، نشت از جلوگیري براي نزدیک، زماني هايبازه در مشابه هايحوزه

 امانج تصادفي صرفاً صورتبه آزمون و اعتبارسنجي آموزش، مجموعه سه به هاداده

 يزمان صورتبه سپس و مرتب ثبت تاریخ اساس بر رکوردها کل عوض، در. نشد

 و زماني، بازه ابتدایي بخش از آموزش سهم که صورت این به شدند؛ تفکیک

. دگردی انتخاب بازه انتهایي و میاني هايبخش از آزمون و اعتبارسنجي هايمجموعه

 هايداده روي بر و ببیند آموزش گذشته هايداده بر مدل شودمي باعث روش این

  هاشرکت ثبت سامانه در مدل واقعي استقرار شرایط ترتیب، بدین و شود آزمون جدیدتر

 یرمجازغ يهاردشده و نام ییدشده،مختلف از جمله تا يهاموجود با برچسب يهانام

و  يو وزارت فرهنگ و ارشاد اسلام یيمراجع قضا ظیرن یيشده توسط نهادها)اعلام

منظور مجزا به هايیل( در فاو فایلي از مجلس شوراي اسلامي زبان فرهنگستانهمچنین 

 .اندشده يمراحل پردازش نگهدار يبرا يسازآماده

 

  پردازش پیش

 یاتمرحله، عمل ین. در اشوديمحسوب م یعيپردازش زبان طب پردازشیشپ

  نیکدیو يو اثرگذار کدها ياز مراحل اساس یکي يشامل استانداردساز پردازشيیشپ
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 يموجود، حذف فواصل اضاف يهاانواع فاصله سازيیکساناصلاح و  ي،و عرب يفارس

 یات. جزئیدها اعمال گردداده يرو برپرت  يهاها، و حذف نامنام يدر ابتدا و انتها

پس از اعمال  یت،نشان داده شده است. در نها -2در جدول  یاتعمل یناز ا يبرخ

انتخاب  یيعنوان مجموعه داده نهانام به 1،۰۲۲،۲۰۰تعداد  پردازشي،یشپ یاتعمل

 شدند.

 کسان سازيي حله پيش پردازش. مر۲جدول 

ا  -إ  - ٱ -ٲحرف الف چندين شکل  حروف فارسي و عربي نوشتاري بر اساساصلاح 

 أ-

  در متن ايست واژه ها توجه به عدم باقيماندن 

  توجه به فاصله ها و نيم فاصله ها و حذف آنها

سيلابي 4نام هاي درخواستي معمولا  سيلاب و حداكثر كمتر از ده سيلاب 4حداقلتوجه به 

 باشندمي 

جستجو جهت پيدا كردن ريشه هر  آنها توجه به ساختار كامات و ريشه

 كلمه

  کلمات سازی تعبیه       

ه شمار ب يعدد يدر نگاشت متون به بردارها یديروش کل یکعنوان کلمات به یهتعب

ون و اسناد مت یمو پردازش مستق یلقادر به تحل هایانهو را هایستمکه س یيآنجا . ازآیديم

 یيالاب یتاز اهم هایانهرا يقابل فهم برا يعدد يمتون به بردارها ینا یلتبد یستند،ن

 يبردارها یدکه به تول روديکار مکلمات به یهتعب یکراستا، تکن ینبرخوردار است. در ا

 یقها از طرآن يها و محتواواژه يهدف آن ثبت و ضبط معناو  پردازديم يچندبعد

ر معتب "بردار کلمه" یکعنوان به تواندياز اعداد م يااست. هر مجموعه يعدد یرمقاد

ند خواه یدخاص ما مف يکاربردها يبردارها برا یناز ا هایيعهشود؛ اما تنها مجمو يتلق

طور . بهمنتقل سازند یعيطور طبمتنوع کلمات را به يها و محتواآن یانروابط م  ،بود که

 .ت استکلما یانم یشترشباهت ب یانگرب یکدیگربردارها به  ینا یکينزد ي،کل

 خوشه بندی بردار نام ها        

 ینا يعدم وجود برچسب برا یلدلبه ي،عدد يشده به بردارهاثبت يهانام یلپس از تبد

 بهره ارهابرد ینادسته بندي منظور به يبندخوشه هايیتمبردارها، ضرورت دارد از الگور
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 يبندخوشه يبرا دیبي اسکن يبنداز روش خوشه یق،تحق ینشود. در ا يبردار

 يساختارها یيبا شناسا یتمالگور یناستفاده شده است. ا یکدیگرمرتبط با  يبردارها

 آورد. يمشابه را فراهم م و زمینه فعالیتهايهانام يبندها، امکان گروهدر داده يادانه

 ارزيابی مدل        

و دقت و فراخواني براي  شباهتکسینوسي معیار روش پیشنهادي از جهت ارزیابي نتایج

 Barbella andاستفاده شده است  ۸روج ال  و 2روج دو ، 1روج یک نمرات

Tortora 2022) .)ه کرد ک گیريیجهنت توانيم یابد، یششباهت افزا یزانهرچه م

اسبه بر اساس مح ینوسيشباهت کس یاراست. مع یافتهکاهش  يدو ش ینب يفاصله

راستا قرار  یکدر  یباًدو بردار تقر یاکه آ کنديم ییندو بردار، تع یانم یهزاو ینوسکس

 .ودش يمتن استفاده م یلسنجش شباهت اسناد در تحل يبرا یار اغلبمع ینا.  دارند

( در صورت انطباق دو بردار زاویه بین دو بردار صفر است و نتیجه آن 1بر اساس رابطه 

 شباهت کامل است. 

درجه ارزیابي نماییم دو بردار در کمترین میزان  1۸۷از سوي مخالف اگر زاویه را 

شباهت مي باشند. از طرف دیگر در زمینه بررسي فعالیتهاي شرکت و عملیات خلاصه 

گرم تطبیق بین متن تولید شده توسط مدل و -n تعداد سازي آنها با استفاده از روج ان

ارزیابي نتایج خلاصه در زمینه  .یممرجع تولید شده توسط انسان را اندازه گیري مي کن

بستگي همسازي فعالیتهاي شرکت از روج  استفاده مي شود از مزایاي آن مي توانیم به 

 بخش ارزیابي براي.اشاره نمودمحاسبه ارزان و مستقل از زبان  ومثبت با ارزیابي انسان 

 چراکه شد؛ استفاده ROUGE معیار از ها،شرکت فعالیت توصیف و سازيخلاصه

ROUGE پوشانيهم بر مبتني n-gram سطح واژگان  در شباهت سنجش براي و بوده

 است.

 
1)  cos(x,y)= x .y/ ‖𝑥‖.‖𝑦‖ 

 

 
 

1. ROUGE-1 

2. ROUGE-2 

3. ROUGE-L 
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—فعالیت زهحو و شرکت نام بین ارتباط سنجش یعني—مسئله معنایي ماهیت دلیلبه اما

ROUGE بمحسو معنایي رابطه و مفهوم سطح تحلیل براي اتکایي قابل معیار 

 Semantic حوزه معیارهاي از مدل، اصلي ارزیابي بخش در بنابراین،. شودنمي

Similarity شامل Cosine Similarity بردارها، نزدیکي سنجش براي 

Pearson و Spearman سنجش هايشاخص همچنین و معنایي، همبستگي براي 

 .است شده استفاده یارتصمیم عملکرد

 ها يافته

نام از سامانه ثبت شرکت ها و موسسات  1۰۲11۷۷داده اي متشکل از مجموعه 

نام  12۰۷۸۷۷اند.  مجموعه داده به دو دسته تقسیم شده .غیرتجاري جمع آوري کردیم

توزیع داده  ۸جدول  مي باشد. مجاز یا رد شدهنام تایید نشده/غیر  ۲۲۷۲۷۷تایید شده و 

براي آموزش،  ٪۸۷مدل، اعتبارسنجي و آزمایش نهایي نشان مي دهد  ها را براي آموزش

 باقي مانده براي آزمایش استفاده مي شود. ٪1۷براي اعتبار سنجي، و  1۷٪

 يگاه داده مورد استفاده در تحقيق. پا۳جدول 

 ۰۸آموزش ) پايگاه داده

 درصد(

 ۰۸اعتبار سنجی )

 درصد(

 ۰۸آزمايش )

 درصد(

نام و زمينه فعاليت 

۱۰۱۱۱۱۱شركت   
۱4۱۱۱۱۱ ۱۰۷۷۷۱ ۱۰۷۷۷۱ 

 بررسی شباهت نام شرکت و زمینه فعالیت شرکت

با توجه به اینکه نام و زمینه فعالیت ارسالي از چند کلمه تشکیل شده است، از طریق 
بردار کلمات ساخته شده بردار نام پیشنهادي و بردار زمینه فعالیت شرکت به عناوین 

آریا  روش تحت آمده بدست پارامترهاي-۲ورودي به مدل داده مي شود. در جدول 
 روي بر آموزش جهتبرت براي نام شرکت و فستتکس براي زمینه فعالیتهاي شرکت 

لازم به ذکر است که براي آریابرت مقداراندازه دسته  است. شده آورده داده مجموعه
در نظر گرفته شده  ۷.2مقدار   ۸و دراپ اوت  2و الگوریتم بهینه ساز آدام  ۸۷را  1ها

  است.
 

1. Batch Size 

2. Adam 

3.Dropout 
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 پارامترها و مقادير روشهاي ساخت بردار كلمات  .4جدول 

 مقادير تنظيمي پارامترها

Fast text Aria BERT 

 ۱۰۱۱۱۷ ۱۰۱۱ نرخ يادگيري

فرضابعاد پيش ۰۱۷ ۱۱۱ ابعاد بردار   

 epoch ۱۱ تعداد

مقدار واقعي پروژه شما؛ يا   ۱۱

 BERT براي ۲۱۱مقدار 

صحيح نيست و بايد منطقي 

 باشد

Window Size ۷ 
وجود  BERT در معماري

 ندارد

MinCount ۳ — 

 — Skip-Gram مدل

Max Sequence Length — ۱۲۷ يا مقدار واقعي 

Batch Size — ۳۲  

شامل  FastTextمدل  يداده شده است، پارامترهانشان  - ۲جدولگونه که در همان

هستند که  skip-gramو ساختار  window size ،mincountمانند  ياهیپا ریمقاد

ابل، . در مقباشنديم يواژگان يرواحدهایبر ز يواژگان مبتن سازهیتعب يهامختص مدل

 BERT يمعمار هیبر پا دهیدآموزششیاز پ يمدل ترنسفورمر کی AriaBERTمدل 

 .است

در ستون  ل،یدل نیدر آن وجود ندارد. به هم FastText کیکلاس يپارامترها نیبنابرا

AriaBERT مربوط به مرحله  يتنها پارامترهاfine-tuning  از جملهlearning rate ،

max sequence length  وbatch size کنديکمک م کیتفک نیاند. اگزارش شده 

 مندنهیزم embedding( و FastText) ستایا embedding يهامدل انیم يتفاوت ماهو

(AriaBERTبه ) .پیشنهادي روش تست و آزمایش جهتطور شفاف نشان داده شود 

 ساخته مدل به شرکت فعالیت زمینه و متقاضي پیشنهادي نام نمونه چند تصادفي بصورت

 معیار از استفاده با پارامتر دو این معنایي ارتباط میزان و گردید ارسال شده

جدول در  است. شده گرفته قرار گیري اندازه و سنجش مورد روج ها , شباهتکسینوس

ط درصد ارتباآزمایش آورده شده است. میزان  نام و زمینه فعالیت چند شرکت جهت - ۸

پیشنهادي با زمینه فعالیت شرکت چند درصد از لحاظ معنایي  که نام مي دهدمعنایي نشان 

 .دارندبا هم ارتباط 
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 نام و زمينه فعاليت شركت درخواستي ارسالي به مدل.  ۷جدول

 نمونه نام پیشنهادی زمینه فعالیتخلاصه سازی شده 

 ۱ گردشگري تفريحي ستاره مارال و فرهنگي و زيارتي گردشگري و تفريحي

 ۲ ياران توسعه نرم افزار و لوله كشي آب و گاز تاسيساتخدمات 

 ۳ ياران توسعه نرم افزار و پايگاه داده و ذخيره داده عاتلافناوري اط

بسته به ساختار کلي مدل، الگوریتمهاي حافظه کوتاه و بلند دوطرفه و الگورینم توجه 

 تنظیم شده اند.  -۲بر اساس پارامترهاي جدول 

براي عادي سازي وزن ها با اطمینان از  1سافت مکس معمولاً با یک تابعلایه توجه  

براي تنظیم  2مجموع آنها برابر با یک و همچنین تابع تبدیل مانند تابعتانژانت هایپربولیک

افزودن لایه توجه به مدل، تمرکز را بر روي مؤلفه هاي  .وزن ورودي ها جفت مي شود

 فراپارامترهاي لایه توجه را نشان مي دهد.-۲جدول . مهم متن خروجي افزایش مي دهد

 و لايه توجه حافظه کوتاه و بلند دوطرفه.  پارامترهاي الگوريتم  ۱جدول

 توجه  لايه  الگوريتم حافظه کوتاه و بلند دوطرفه

۲۱۱ Epoch Number  4 Number of Heads 

۷۱ Batch Size  ۱4 Weight 

Dimensions 
۱۰۱۱۱۱ Learning Rate  ۱۰۲ Dropout 

ReLU Activation 

Function 
 padding  Masking Strategy 

را افزایش مي دهد  حافظه کوتاه و بلند دوطرفه لایه توجه معمولاً نمایش توالي خروجي از

 تأثیر نمي گذارد. اما بر پارامترهاي داخلي واحد حافظه کوتاه و بلند دوطرفه

و روج  2، روج1روج نتایج ارزیابي زمینه فعالیتها و نام شرکت بر اساس  -۰در جدول  

 ال محاسبه شده است.

 

 

 

 
 

1. softmax 

2. tanh 



 

 

 ۲۲ |ربیعی؛ بر اساس نام و زمینه... شرکت ها تیوحوزه فعال نام قبسنجش تطا ستمیس یطراح

 الگوريتم پيشنهادي.  مقايسه نتايج ارزيابي زمينه فعاليت شركت و نام شركت  در ۰جدول

 ارزيابی
Rouge-1 Rouge-2 Rouge-L 

 فراخواني دقت
معيار 

 اف
 فراخواني دقت

معيار 

 اف
 فراخواني دقت

معيار 

 اف

بخش اول 

 )فعالیتهای

 شرکت(

۱۰۰۰ ۱۰۷۰ ۱۰۱۰ ۱۰۰۳ ۱۰۷۱ ۱۰۱۱ ۱۰۷۲ ۱۰۰4 ۱۰۰۰ 

بخش دوم 

)نام 

 شرکت(

۱۰۰۷ ۱۰.۱ ۱۰۰۳ ۱۰۰۰ ۱۰۷۷ ۱۰۱۲ ۱۰۰4 ۱۰۷۲ ۱۰۰. 

این ارزیابي بر روي داده هاي زمینه فعالیت شرکت ها بعد از خلاصه سازي و بردار سازي 

 .نهایي انجام شده است

یت میزان ارتباط نام با زمینه فعال بعد از محاسسبه شباهت کسینوسي- ۸بر اساس جدول

که این مقدار نشان دهنده این میباشد که این  توسط مدل محاسبه شد درصد  ۲2 شرکت

 .همدیگر دارند پارامتر ارتباط معنایي نزدیکي بادو 

سیاحتي، توریستي،  در واقع در این حالت مدل پیشنهادي یاد گرفت که بین کلمات 

کارکرد درست روش  گردشگري و تفریحي ارتباط معنایي وجود دارد که نشان دهنده

 .پیشنهادي میباشد

به  "خدمات تاسیسات  "پیشنهادي و  به عنوان نام " یاران توسعه نرم افزار " 2در نمونه 

 درصد  2۸ ارسال شد و میزان ارتباط این دو پارامتر عنوان زمینه فعالیت شرکت به مدل

  گردید.وسط مدل محاسبه ت

مقدار نشان دهنده این میباشد که این دو پارامتر فاقد ارتباط معنایي با همدیگر دارند  این

دارد و با زمینه  لاعاتمعنایي با حوزه فناوري اطچرا که نام داده پرداز نوین ارتباط 

 .فعالیت انتخابي خدمات تاسیسات، ارتباطي ندارد

 "یک بار دیگر به مدل به همراه زمینه فعالیت  "یاران توسعه نرم افزار"در ادامه نام 

 درصد  ۸۷گردید که درصد ارتباط معنایي بین این دو پارامتر  ارسال "عات لافناوري اط

 .مرتبط بودن این دو پارامتر با هم میباشد گردید که نشان دهندهتعیین 
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 . ارزيابي درصد شباهت نام و زمينه فعاليت شركت بر اساس شباهت كسينوسي ۷جدول

روش 

 پیرسون

نظر 

 کارشناس

درصد شباهت 

 کسینوسی

زمینه خلاصه سازی شده 

 فعالیت
 نمونه نام پیشنهادی

اعتبار  درصد ۲. ۱ ۱۰.۰۱

 معنايي

 و گردشگري و تفريحي

 فرهنگي و زيارتي

گردشگري تفريحي 

 ستاره مارال

۱ 

اقد اعتبار ف درصد ۲۷ ۱ ۱۰4۲۲

 معنايي

و لوله  خدمات تاسيسات

 كشي آب و گاز

ياران توسعه نرم 

 افزار

 

۲ 

اعتبار  درصد ۷۱ ۱ ۱۰.4۲

 معنايي

و پايگاه  عاتلافناوري اط

 داده و ذخيره داده

ياران توسعه نرم 

 افزار

 

۳ 

 فرآیند خوشه بندی نام و بررسی خوشه ها

در بانک  شدهثبت یتفعال هايینهها و زمنامهمانطور که بررسي گردید  ي،قبل بخشدر 

 يبردار عدد یکها از آن یکهر  يو برا یدندگرد یلتبد يعدد يبه بردارها ياطلاعات

 يموجود برا هايیتمشد. با توجه به تنوع الگور یجادو بدون برچسب ا 1۷به طول 

 یکردرو یکعنوان به دیبي اسکن يبنداز روش خوشه یقتحق ینها، اداده يبندخوشه

 ینا يیدکل يپارامترها ي،بندخوشه یندفرآ سازيینهبه منظوربه .است يبر چگال يمبتن

 یمدقت تنظهر خوشه، به یلتشک يشامل شعاع و حداقل تعداد نقاط برا یتم،الگور

هر  یجادا يو حداقل تعداد نقاط لازم برا ۷.۸راستا، مقدار شعاع برابر با  ین. در ایدگرد

ممکن  یجنتا نیبه بهتر یابيمنظور دستات بهیمتنظ یندر نظر گرفته شد. ا ۸عنوان خوشه به

ها ادهاز ساختار د يمؤثر یابيورد مطالعه به کار گرفته و به ارزم يهاداده يبنددر خوشه

  .است شده وردهاین خوشه بندي آ -۲مطابق با جدول. در این مرحله یدمنجر گرد

 ينبولد–با استفاده از معیار ارزيابی ديويس  ارزيابی الگوريتم های خوشه بندی .۹ جدول

 خوشه های ارزيابی شدهنام شرکتهای مشابه در  زمینه فعالیت نام شرکت

گردشگري 

تفريحي ستاره 

 مارال

 گردشگري و تفريحي

 

 سياحت پويا گردشگري و تفريحي آترين

 مجتمع تفريحي گردشگري وخدماتي سپاس ايرانيان

 خدمات گردشگري رفاهي اسکان

ياران توسعه 

 نرم افزار

 

 تاسيسات

 

 زرين هوشمند داده پرداز

 داده پرداز رايان ابتکار

 هوشمند داده پردازپارس 
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براي ارزیابي مؤثر نتایج تحقیق، تعریف معیارها براي مقایسه نتایج در مطالعات مختلف، 

پلتفرم استاندارد کردن گزارش خروجي از این  .از جمله تحقیقات قبلي، بسیار مهم است

ضروري است و سایر محققان را قادر مي سازد تا یافته ها را مورد استفاده و ارزیابي قرار 

ایجاد  تعادل در تعداد معیارهاي ارزیابي بسیار مهم است. این در حالي که  .دهند

معیارهاي بیشتر مي تواند دقت نتیجه را افزایش دهد و  پیچیدگي بیش از حد ممکن 

فته ، ادغام یااي عملکرد بهینه را به چالش بکشد. در مدل توسعهاست تصمیم گیري بر

هاي آریا برت در نه تنها محدودیت حافظه کوتاه و بلند مدت دوطرفه شبکه توجه و

بار تري را در معیاراعتهاي ورودي را برطرف نموده ایم، بلکه نتایج مطلوبتعداد نشانه

 مطابق يانسان ارزیابي یک مدل، عملکرد اعتبارسنجي منظوربهسنجي بدست آوره ایم. 

 تصادفي طوربه نمونه 2۷۷ ها،داده کل میان از. شد انجام SemEval استانداردهاي

  و گردید انتخاب

 ناسانکارش. گرفت قرار بررسي مورد هاشرکت ثبت اداره رسمي کارشناس دو توسط

 :دادند تخصیص برچسب نوع دو پیشنهادي نام هر براي

 ،(نامرتبط/مرتبط) ارتباط دودویي برچسب( 1

 .1۷۷ تا ۷ از ارتباط شدت امتیاز( 2

 که شد محاسبه Cohen’s Kappa توافق ضریب ارزیابان، بین پایایي سنجش جهت

 لمد خروجي. است کارشناسان میان قوي توافق دهندهنشان و آمد دست به ۷.۸۰ مقدار

 دست به ۷.۲۸ پیرسون همبستگي ضریب و شد مقایسه انساني هايبرچسب میانگین با

 دقت با ار انساني گیريتصمیم منطق است توانسته مدل که دهدمي نشان نتایج این. آمد

ارائه شده است که تجزیه  -1۷نتایج اعتبار سنجي در جدول. همچنین.کند بازنمایي بالایي

س بررسي اسابر  و تحلیل مقایسه اي نمرات را با سایر مطالعات تحقیقاتي نشان مي دهد.

هاي انجام شده و مقایسه با سایر مطالعات تحقیقاتي، نتایج حاکي از بهبود قابل توجهي 

در  سیني مقدم و همکارانشدر عملکرد الگوریتم توسعه یافته است. در مطالعه اي که ح

  ۰۸را گسترش دادند و بهترین امتیاز  انجام دادند، آنها الگوریتم شبکه عصبي 2۷21سال 

ق فعلي قابل ذکر است، تحقی .اندازه اف به دست آوردند   عیار ارزیابي کنندهرا در م

در تحقیقي  .درصدي را نسبت به این معیار نشان مي دهد 1۰بهبود عملکرد قابل توجهي 

  .انجام دادند که حاجي غلامرضا و همکارانش در مورد تطبیق فضاي بردار
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 مقايسه بهترين نتايج الگوريتم با الگوريتم هاي توسعه يافته مشابه  .۰۸جدول 

 نتايج مدل موضوع تحقیقات

حسيني مقدم در سال 

۲۱۲۱(Hosseini 

et al. 2021) 

شباهت معنايي متون 

 كوتاه فارسي

 4مقدار اف را براي  شبکه عصبي

درصد  ۰۷تگ 

 محاسبه كردند

مينا حاجي غلامرضا 

در سال 

۱4۱۱(Sadidpour 

et al. 2022) 

نقش فضاي برداري در 

معنايي شناخت شباهت 

 جملات فارسي

درصد  ۷۷دقت  الگوريتم يادگيري عميق

 محاسبه شده است

روش پيشنهادي براي 

 ثبت شركتها

شباهت نام و موضوع 

 فعاليت شركتها

يادگيري عميق حافظه 

كوتاه بلند مدت 

 آريا برت-دوطرفه

   ۳.دقت پيش بيني

 درصد

 

به دست آوردند. قابل ذکر است، تحقیق فعلي  درصد را در معیار دقت ۸۸بهترین امتیاز 

در مطالعه   .درصدي را نسبت به این معیار نشان مي دهد ۲بهبود عملکرد قابل توجهي 

آمده دستحاضر، بهبود عملکرد قابل توجهي را مشاهده مي نماییم، همانطور که نتایج به

و  ئسته بندي آنها دهد علاوه بر این بهبود به خوشه بندي نامهاي شرکتها ونشان مي

 همچنین پیشنهاد ارایه نام شرکتهاي مشابه هم در این تحقیق دست یافته ایم.

  گیریبحث و نتیجه 

  فعالیت زمینه به گاه شرکت نام است. آن هویت و شخصیت معرف شرکت نام

طراحي سیستم  با مقاله این در است. خاص اسم صرفا گاه، دارد بستگي شرکت

شرکت بر اساس   فعالیت زمینه با شرکت نام معنایي ارتباط میزان تشخیص و ارزیابي

 استفاده بردارسازي و استفاده از لایه هاي توجه خاص بر روي مدلهاي یادگیري عمیق

زمینه فعالیتهاي شرکت را بر اساس متن کاوي،  ش بخ ابتدا اساس همین بر است. شده

یي و خلاصه سازي متن به بردارهاالگوریتمهاي یادگیري عمیق و یک لایه توجه اضافي 

 تبدیل کرده ایم. در بخش دوم نام شرکت را به بردار تبدیل نمودیم.

و بردار سازیهاي عددي و یک لایه توجه  تلفیق روشهاي برت فارسي )آریا برت(

نام  کلمات طول به ماتریس یکاضافي به جهت خلاصه سازیهاي فعالیتهاي شرکت 

ارزیابي  اعمال با سپس فعالیتهاي شرکت ایجاد نمودیم.شرکت و یک ماترس زمینه 

 و ال( پرداختیم. 2و 1نتایج با تکنیک روج )
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 بصورت فعالیت زمینه و پیشنهادي نام براي مقدار چند پیشنهادي روش آزمایش جهت

 شده معنایيآورده ارتباط درصد ستون در نتیجه و ارسال شده ساخته مدل به تصادفي

 دهنده نشان با مقدار شباهت کسینوسي محاسبه گردید ومعنایي ارتباط درصد است.

 هم با معنایي لحاظ از درصد چند شرکت فعالیت زمینه با پیشنهادي نام که است این

 با پیشنهادي نام که زماني که است این دهنده نشان آمده بدست نتایج دارند. ارتباط

 درصد درستي به مدل باشند داشته یکدیگر با نزدیکي معنایي ارتباط فعالیت زمینه

و زماني که فاقد ارتباط معنایي باشند درصد پاییني را بر  ميگرداند بر را بالایي

 توسط آمده بدست معنایي ارتباط میزان بین همبستگي ضریب همچنین ميگرداند.

 ۲۸ دهنده نشان نتایج و گردید محاسبه شرکت ثبت کارشناس واقعي نظر و مدل

 معیار ،۰ جدول اساس بر در مقایسه اي کلي . ميباشد همبستگي ضریب درصد

ROUGE-L به نسبت بالاتر دقت با ROUGE-1 و ROUGE-2 که دهدمي نشان 

 نیز ۸ جدول. دارد تريقوي عملکرد شرکت هايفعالیت معنایي ساختار حفظ در مدل

 سیارب مرتبط هاينمونه در فعالیت حوزه و نام میان کسینوسي شباهت که دهدمي نشان

 نظر با ٪۲۸ همبستگي و بوده( ٪2۸) پایین نامرتبط نمونه در و( ٪۸۷ و ٪۲2) بالا

 DBSCAN بنديخوشه نتایج نیز ۲ جدول در. کندمي تأیید را مدل صحت کارشناس

 درست هايخوشه در معنایي نزدیکي براساس را هانام توانسته مدل که است آن بیانگر

محدودیتهاي  .کند بنديگروه مشترك فعالیت حوزه در را مشابه هاينام و دهد قرار

پژوهش بر اساس پایگاه داده استفاده شده به زبان فارسي براي سازمان ثبت شرکتها مي 

 . نام شرکت پرداخته شده استباشد. تنها به میزان مشابهت زمینه فعالیت شرکت و 

پیشنهاد مي شود در کارهاي آتي از الگوریتمهاي یادگیري برخطو ترانسفورمرها 

استفاده شود. همچنین به بررسي معنایي نام شرکت و معنایي زمینه فعالیتهاي شرکت با 

سایر الگوریتمهاي ترکیبي یادگیري عمیق بر اساس تغییرات سریع مدلهاي زباني بزرگ 

وزه ح صیتشخ»، «نام يبردارساز»مانند  يفیهمزمان وظا بیترکپرداخته شود. نیز 

هد. در د شیرا افزا يدقت کل توانديواحد م يمعمار کیدر  «یيتشابه معنا»و  «تیفعال

در  یادگیري مبتني بر چند فعالیت همزماننشان داده شده که  دیجد يهاپژوهش

 دارد. يمنبع عملکرد بهترکم يهازبان يبرا پردازش زبان طبیعي
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